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Acronyms and Abbreviations

Acronym and Abbreviations Description
BIOS Basic Input Output System
I/0 Input / Output
(ON) Operating System
POST Power On Self-Test is performed once the server is switched on. The POST

tests the hardware before booting into the OS

RAID (Redundant Array of Independent Disks) is often implemented to introduce
redundancy across the server’s internal physical disk drives.
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1. Introduction

This howto guide provides step by step instruction for installing the Scientific Linux 6.4, Ubuntu 12.4
and Debian 7 server operating systems onto your Dell C6145 server. It includes detailed instruction
for installing and configuring a software RAID volume using the default RAID utility bundled with
Debian and Ubuntu as well as creating hardware RAID volume using the internal PERC H700 RAID
controller shipped with the server chassis. The document includes three additional sections which
discuss how to navigate the Linux file system, using command line (CLI) text editors and some useful
commands to get you started.

The Dell C6145 is referred to as a headless server meaning that it does not come equipped with a
built-in DVD ROM. Your installation options therefore are: (a) use an external USB DVD ROM, (b) a
USB memory stick or (c) a network based installation (PXE).

The simplest method of installing your OS is via an external USB DVD ROM, hence, this howto guide
follows a USB DVD ROM installation.

In this howto guide we will provide instruction for the following:

e Configure the server BIOS to boot from a USB DVD device

e Configure a RAID volume (hardware or software based), and

e Installation of one of the three supported OS’s (Ubuntu, Debian or Scientific Linux)

e How to navigate a Linux file system

e How to edit files from the command line

e Useful commands

e To learn more about configuring and securing your server -refer to document two in this
series- “Linux: Configuring and securing your server howto guide”.

2. Support Contact Information

Table 1 below lists all the support contact details for the C6145 server. Both groups of support
personnel will provide both hardware and software support to H3ABioNet consortium members.
The H3ABioNet helpdesk will however provide additional bioinformatics support.

Table 1
Vendor Contact Number Contact Description
Person

Dell Support 011 709 7729 Call Centre To access the official dell
helpdesk, you would need to
supply the server’s service tag.
This is often made up of seven
characters and located on the
face of the server

H3ABioNet helpdesk@h3abionet.org | Helpdesk Log all calls via the H3AbioNet

Helpdesk helpdesk and a support specialist
will be assigned to your call
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3. Hardware Settings
Table 2 below has been provided to allow you to record your hardware settings:

Table 2

Asset Tag: | |Hostname: | |DNS name: |

Operating System: \ |Version: |

RAID Configuration: |

Networking

EthO

IP Address: | Static or DHCP Assigned: |

Subnet Mask: | Default Gateway: |

Primary DNS: | Secondary DNS: |

MAC Address: ‘ Card Speed: ‘ ‘ Switch Port: ‘

Additional Notes:

Ethl

IP Address: | Static or DHCP Assigned: |

Subnet Mask: | Default Gateway: |

Primary DNS: | Secondary DNS: |

MAC Address: | card Speed: | | Switch Port: |

Additional Notes:

4. BIOS Configuration

Before you can install your OS, you need to configure your server to use your preferred installation
method. The Dell C6145 server does not have an internal DVD ROM, this therefore leaves you with
three options of installing your OS; (a) use a USB DVD ROM, (b) use a USB memory stick or (c) install
your OS via PXE (network installation). In this step by step guide, we used an external USB DVD ROM
for installing the OS.

4.1. First we need to configure your server to boot from USB > switch on the C6145 server > when
the Dell logo is displayed, depress the “F2” key to invoke the BIOS configuration

F2 = Setup
F11 = Boot Menu (Select Device to Boot)
F12 = PXE Boot
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4.2. From the BIOS configuration screen > using your keyboard’s arrow keys, navigate to the “Boot”
menu option and then select the “Boot Device Priority” option

Main  Advanced D!  Security Server  Exit

Boot Settings Specifies the
Boot Device
» Boot Settings Configuration Priority sequence.

» Hard Disk Drives
» USB Drives
» Network Drives

«  Select Screen
11 Select Item
Enter Go to Sub Screen
F1  General Help
F10 Save and Exit
ESC  Exit

4.3. With the “Boot Device Priority” option highlighted, depress the “enter” key to access this
option > from the pop up screen, scroll to the desired option and depress the “enter” key to
select your boot device option. For the purposes of this step by step guide, we will be using the
external USB DVD ROM method of installation.

Options
Network:IBA GE Slot 0300 v1364
USB
IDE:#0200 IDAA LUN® LSI Logical
Removable Dev.

Disabled

4.4. Now exit and save the configuration by using your arrow keys on your keyboard to navigate to
the “Exit” menu option > scroll down and select the “Save Changes and Exit” option —
alternatively you can depress the “F10” key on your keyboard to save and exit the BIOS menu.
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. BI0S SETUP UTTLITY
Main  Advanced  Boot Security  Server

Exit Options Exit system setup

Bave Changee o L [t
Discard Changes and Exit -
Discard Changes F10 key can be used

Load Optimal Defaults for this operation.
Load Failsafe Defaults

Save Customized Defaults

Load Customized Defaults

+«+  Select Screen
T Select Item
Enter Go to Sub Screen
F1  General Help
F10 Save and Exit
ESC  Exit

4.5. Excellent, you have just configured your server to boot from your external USB DVD ROM
device. The next step is to create a RAID volume on which to install your OS. There are two
methods of creating a RAID volume presented in this howto guide. The first method is a

software RAID which was used on the Ubuntu and Debian installations where the software RAID

utility bundled with the respective Linux OS was used. The second is a hardware RAID
configuration which was used in the Scientific Linux installation utilizing the Dell PERC H700
hardware RAID controller supplied with the C6145 server.

5. Redundant Array of Independent Disks (RAID)

5.1. RAID Overview
The acronym “RAID” stands for “Redundant Array of Independent Disks” which ultimately is the

process of striping data across multiple physical disks to either provide the OS access to a larger disk

volume or to introduce data protection via various levels of fault tolerance. See table 3 below for
RAID level descriptions for some of the more commonly used RAID configurations.

Most RAID controllers / utilities make allowances for using a physical disk/s as “hot spares”. A hot
spare is a physical disk that is not part of any RAID configuration but is used by the RAID volume to
automatically replace a failed physical disk drive in the event of a physical disk failure within the
specified RAID volume.

Note:

Once you have a physical disk failure, it is of utmost importance that you order your
replacement disk drive from Dell and replace any faulty disk drive/s as soon as possible. If you
continue to operate your server with the failed disk drive -you lose all disk drive fault tolerance
and are at great risk of losing your data contained on the RAID volume.
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5.2. RAID Levels
There are multiple RAID levels. The more commonly used RAID configurations are listed in the
below table with a brief description for each level

Table 3

RAID Level Description

RAIDO This RAID level does not offer any fault tolerance. Instead it serves as a way of
grouping all of your physical disk drives together and presents a single larger
volume to the OS as opposed to individual disk drives. This level offers the fastest
read / writes speeds compared to other RAID levels as there is no fault tolerance to
be written back to the disks. In the event of a single disk failing, your RAID will
become inaccessible and you could potentially lose all data on this RAID. This RAID
level requires a minimum of two physical disk drives

RAID1 Referred to as a “mirror” RAID. This configuration requires two physical hard disks
and effectively mirrors each other. In the event of one physical disk failing, the
mirrored disk drive takes over operation without any disruption to production. The
failed disk should be replaced and the mirror rebuilt to restore the fault tolerance
provided by this RAID level.

RAID5 RAIDS is configured across a minimum of three physical disk drives and is often
referred to as a “striped with parity RAID”. This level allows for the failure of one
physical disk drive in the RAID without disrupting productivity. Should a second
disk fail —the RAID will become inaccessible and all data would potentially be lost.

RAID6 This RAID level is often referred to as “striped with dual parity” and works much
same as RAID5 above but allows for a maximum of two disk failures without
disrupting productivity.

RAID10 RAID10 is a combination of RAID1 and RAIDO. Effectively, the physical disk drives
are looped together in a RAIDO configuration and then mirrored to introduce a level
of redundancy. This option is often reserved for devices housing many disks and
would not prove useful for your C6145 server.

5.3. Hardware RAID vs software RAID

There are pro’s and con’s to both systems. Hardware RAID controllers manage the RAID volume/s
which reduces the I/0O burden on the OS and is considered to be faster. The disadvantage however
is that in the event of a RAID controller failure, you would need to find the same type of RAID
controller to replace the faulty one as other makes or models will often be incompatible. This really
only becomes a problem for older servers where the RAID controller is so old, it has been
discontinued.

A software RAID is as its name suggests —is built into the OS layer. There is a high I/O burden as the
OS has to manage the RAID I/0 and is often shied away from. The advantage here though is that if
you ever need to replace your RAID, it is easily achieved as the RAID is software based and can be
reinstalled at any time.
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On the C6145, if you would like to use a RAID5 or RAID6 volume —you will have to use a software
RAID as the built-in hardware RAID controller does not accommodate RAID level 5

It is recommended that you use a RAID 1 configuration for your OS installation and RAID 5 or 6 for
your data storage area. As you are limited by the number of physical disk drives your server chassis
can accommodate, RAID5 would probably be better suited as it will provide sufficient fault tolerance
while maximizing your disk storage space.

The major difference between RAID5 and RAID6 is the amount of disks you lose to parity. In RAIDS5,
you lose one disk to parity while in a RAID6 you will lose two disks to parity. The benefits however is
that you can survive a two disk failure in a RAID6 and only a single disk failure in RAID5.

6. Hardware RAID Setup and Configuration

The PERC H700 internal RAID controller supplied with your C6145 server can accommodate a RAIDO,
1 or 1E/10 configuration. The RAID controller is capable of hosting two separate configurations
simultaneously. For example: configuring a RAID 1 for your OS and a RAID 5 for your data storage.
The below instruction will guide you through configuring a RAID volume. Simply repeat the steps for
each RAID configuration you require.

To successfully create a working hardware RAID volume you would need to first invoke the RAID
configuration utility > Choose your RAID option > Select the physical disks that will form part of the
RAID > define a hot spare should you prefer having one > Create the RAID > Initialize your newly
created RAID > Ensure the RAID you intend booting with is selected as the boot device > Redo to
configure a second RAID option or finish to begin installing your server OS.

6.1. Your Dell C6145 server ships with the physical hard disks already installed. Your server should
have 5 x 2TB 3.5” Near Line SAS disk drives > Switch on your Dell C6145 server > during the boot
process, look for the text displayed in the below image > depress the “Ctrl” and “R” keys
simultaneously to invoke the built-in RAID configuration utility.

owerEdge Expandable RAID Controller BIOS

opyright(c) 2010 LSI Corporation
ress <Ctrl><R> to Run Configuration Utility

6.2. From the virtual disk management screen > navigate down to the “RAID Properties” option and
depress your “enter” key
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Adapter SAS 268088 FW vZ.4
PCI Slot 1B

PCI Address(Bus/Dev) B2 :08

MPT Firnuware Revision 14.80.02.88-1R

SAS Address 588ABD106:8867F978
NUDATA Version BE .03

Status Enabled

Boot Order 8

Boot Support [Enabled BIOS & 0S1

Rald Propert eSS NN
SAS Topology

Advanced Adapter Properties

6.3. The next screen will allow you to create a RAID volume or view an existing volume’s properties:
to view the properties of an existing volume, navigate to the “View Existing Volume” option
and depress your “enter” key > to create a RAID volume, navigate to the desired RAID level and
depress the enter key.

Note:

The option to view an existing RAID volume is only displayed if there is an existing RAID volume
present. The RAID controller which comes bundled with the C6145 can only accommodate a
RAIDO, 1 or 1E/10

_ View the existing configuration.

Create RAID 1 Volume Create a RAID 1 volume
consisting of 2 disks plus up to 2

optional hot spares. ALL DATA on
volume disks will be DELETED!

Create RAID 1E/18 Volume  Create a RAID 1E or RAID 18 volume
consisting of 3 to 10 disks including up
to 2 optional hot spares. ALL DATA on
volume disks will be DELETED!

Create RAID @ Volume Create a RAID @ volume consisting of
Z to 18 disks. ALL DATA on
volume disks will be DELETED!

6.4. The following screen allows you to select the physical disks you wish to include in your RAID
configuration. Use your arrow or tab key to navigate to the “RAID Disk” column and use your
space bar or +/- keys to toggle between “No” or “Yes”. Changing this setting to “Yes” includes
the physical disk into RAID configuration, similarly, selecting “No” removes the physical disk
from the volume > Once you have chosen all disks you which to include in the RAID, depress the
“C” character on your keyboard to create the RAID volume.
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WD98B1BKHG D154
WD988 1BKHG D154
WDI8A1BKHG D154
WD98B1BKHG D154
WDI8A1BKHG D184
WDI8A1BKHG D184
WD9881BKHG D154
WD98B1BKHG D154
WDI8A1BKHG D154
WD9881BKHG D154

O WU D WN - D

|
|

. ...may take up to 1 minute
Creating RAID Volume...

RA

Di

[No]
[Nol
[Nol
[Nol
[Nol
[Nol
[Nol
[Nol
[Nol
[Nol

Esc = Exit Menu F1/8hift+1 = Help

ri

ytatu

WD9881BKHG D1S4 | [Yes] | Prj
imar
WD9BA1BKHG D154 Secondgry

Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks
Max Dsks

6.5. Once the RAID volume has been built, you will be redirected to the RAID utility’s home screen.
From this point you can chose to configure another RAID volume or view the properties of an
existing volume. Select “View existing volume” -the next screen will present a summary of the
RAID volume you just created. Information supplied will show the RAID level and the disks
included in the RAID. Note the RAID is listed as 0% initialized. You need to first initialize the

RAID volume before it can be made available to the server and OS.
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1 of 1

LSI Logical Volume 3008
RAID 1

837

Optimal

87 Initialized

lot Device Identifier Drive Pred Size

Nun Status Fail (GB)
) WD9Aa1BKHG D154 Primary No 837

1 W WD98B1BKHG D154 Secondary  No 837

6.6. Navigate to “Manage Volume” and depress your enter key. From the manage volume screen
you could delete, activate the RAID volume or create and manage a hot spare should you wish
to use any.

”‘ LS1 Logical Volume 30686
RAID 1

837

Optimal

8% Initialized

Consistency Check

Lype

vize (GB)
N RATES
Task

Activate Volume

Delete Volume

Online Capacity Expansion

. To define a hot spare > choose the “Manage Hot Spares” option from the below screen >
navigate to the physical disk you wish to dedicate as the hot spare > tab or navigate via the
arrow keys to the “Hot Spr” column and depress your space bar or use the +/- keys to toggle
between the “No” and “Yes” options. Selecting the “Yes” option will configure the selected
disk as the nominated hot spare > depress the “C” character to commit changes > depress
the escape key to return to the previous menu.
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Lol Logical Volune

RAID 1

037

Uptimal

87 Initialized

Device Identifiep Hot Drive Pred Size
Spr Status Fail (6
WD9881BKHG D154 e U)838
WD9881BKHG D184 838

WD9881BKHG D184 838
UD9881BKHG D184 [Nol 838
WD98@81BKHG D184 [Nol 838
UD98@81BKHG D184 [No) 838
WD9881BKHG D184 [Nol 838
WD9881BKHG D184 [Nol 838
:‘ggggig‘;’ﬁg ViS4 (noj - 838
p1s¢
Esc = Exit ! Fi/Shiftel = Heip -
opace/+/- = Change Itenm C = Commit Changes

From the manage volume window choose to active the volume. Once initialized, the newly

created RAID volumes will display during the boot process.

L3I Corporation MPT SAS2 BI0S
nPTZB!US—?.Z?.BB.GB (2812.87.82)
Copyright 2808-2812 LSI Corporation,

PCI ENCL LUN VENDOR  PRODUCT
PRODUCT SIZE \
SLOT SLOT NUM NAME IDENTIF IER REVISION NUDATA

SAS2008- IR 14.00.02.80 NV OFE:03
Logical Volume 3800 898.9 6B
Logical Volume 3800 8.989 1B

LSI Corporation MPT2 boot ROM successfully installed!

If you see the above screen during the boot process, you have successfully created a
hardware RAID volume. You can now proceed onto the next step - installing your server OS.

Note:
If you prefer to us a software RAID, instructions to setup a software RAID are part of the Ubuntu

and Debian installations. Should you wish to configure a hardware RAID, simply ignore the
software RAID instructions in the Ubuntu and Debian installation and use the above hardware

RAID instructions
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7. Operating System Installation

An Operating System (OS) at its most basic definition is a piece of software which installed on a
computer system’s hard drive. Its purpose is to manage the computer system’s hardware and act as
a go between the user applications and the hardware present in the computer. An OS is an integral
part of any computer system, all applications developed is dependent on an underlining OS to
function.

7.1. Choosing a Linux distribution

Linux has many distributions and each distribution have multiple releases of the OS. Each one has its
own set of advantages and disadvantages. To simplify support via the H3ABioNet helpdesk, the
system administrator task force has identified the following community based Linux distributions:
Ubuntu, Scientific Linux and Debian as the officially supported OS’s. This decision by no means
excludes other Linux distributions; it does however mean that official documentation will only be
generated for the above distributions. With that in mind, one of the biggest questions asked when
deciding to install Linux is “Which Linux distribution is best for me?” The metrics you use to
compare between distributions largely depend on what you want to do with your Linux server.
Below is a short list of the more commonly used metrics to determine which distribution is better
suited for your need and that of the organization.

Ease of use

This has to be the number one question on everyone’s mind when deciding on using Linux as the OS.
The term “ease of use” is often loosely used when talking about applications or operating systems
but what does it really mean to you? A novice to Linux might find any Linux distribution intimidating
and not user friendly while an expert would easily navigate around the file system. The desktop
components of an OS are generally much easier to use when compared to their server counterparts,
this is largely due to the fact that a desktop system has a graphical user interface (GUI) whereas a
server does not. Unlike Microsoft Windows, all interaction with a Linux server is via the command
line which can be intimidating at first.

The Debian and Scientific Linux (SL) Linux distributions are not considered user friendly for the
novice Linux user as they come shipped with minimal software and generally provide a slower
software release cycle which could prove problematic for hardware compatibility. Ubuntu however
is a bit more feature rich and maintains a shorter software release cycle. Ubuntu was specifically
designed for the Linux newbie while Debian and SL is gear more towards the seasoned Linux user.
Out of the box, Ubuntu has a lot more applications and driver support while the Debian and SL
adopts a more minimalistic approach to their OS builds. From an ease of use perspective, Ubuntu
seems to win this round as you will find an Ubuntu installation a lot easier with all the hardware
often detected and supported - this is not always the case with the Debian and SL distributions.

Hardware Compatibility

The next question on everyone’s lips after ease of use is often the hardware compatibility of an OS.
Different distributions package a range of drivers and useful applications while other package not so
useful applications making the OS application heavy. The first step in deciding which distribution to
use would be to research and identify if the distribution you intend installing on your server has
driver support for all your hardware, next look at what default features it comes bundled with such
as system administration, network management applications etc. Please bear in mind that if your
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distribution does not have a driver or feature that you need; you could easily acquire the required
software via the repository or the manufactures website. The important part is that your OS
supports the hardware.

Lucky for us, the Dell C6145 server hardware is compatible with all three distributions we are
officially supporting; hence, you can choose either OS. In this instance, all three distributions are
winners.

Application and OS stability

Another hot topic is the matter of OS updates and release life cycles. Different Linux distributions
have different release and update cycles. Debian for instance does not have pre-set release dates.
They do however have at any one point, three versions of a distribution running: Unstable, testing
and stable. Unstable is the initial version which is then polished and moved into a testing release
and once all the release bugs have been resolved, it is moved into a stable release. This robust
testing of the OS before it is released is considered by most the makings of a very stable OS, the
disadvantage however is felt in potential hardware compatibility issues.

Ubuntu which is based on the Debian distribution provides releases every 6 months which is
supported for 9 months while the long term support (LTS) releases are produced every 2 years and
supported for 5 years. While the OS is considered stable due to the Debian base, many consider the
OS to be less desirable as a production server. This is largely due to the frequency of releases and
the additional applications bundled with the OS.

When choosing Ubuntu as the preferred OS, it is recommended to use the Ubuntu LTS release.
When an Ubuntu release reaches its end of life cycle, it received no further update. To review the
status of your Ubuntu release, from the command line type the following command:

:: Ubuntu-support-status

Scientific Linux (SL) is based on the commercially available Red Hat Enterprise Linux (RHEL)
distribution and much like Debian is considered to be a stable OS. SL closely mimic’s the release
cycle of RHEL.

With Debian, all previous stable releases are generally supported for 1 year after it has been
superseded by another stable release. In short, of the three distributions, Ubuntu offers the longest
support life cycle but as it provides releases at 6 month intervals, it’s considered less stable
compared to its counterparts.

Debian and SL seem to win this round.

Security

Security is another big deciding factor. It is argued that Ubuntu is less secure compared to the
Debian and SL distributions — the reason for this seems to centre around the Ubuntu short OS
release cycle and the additional applications bundled with their installations to make the release
more user-friendly.
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Side Note: it is good practice to regularly monitor any open ports and manage the local accounts
specifically the ones with sudo rights on your server. This will go a long way in securing your server
reducing its attack surface.

Conclusion

In conclusion, the hardware bundled with the Dell C6145 servers is compatible with all three Linux
distributions so from a novice point of view and in the context of bioinformatics. It does not make
too much of a difference which OS you decide on as none of these OS’s come with pre-bundled
applications for bioinformatics use.

The following three sections look into the actual installation process of the three officially supported
Linux distributions.

7.2. Ubuntu 12.04 OS Installation

This tutorial was completed using the Virtual Box application. For the purposes of this guide, a
virtual machine was created with 3 virtual hard disk drives and 4GB RAM. Should you require the
latest version of Ubuntu server, the iso can be obtained from the following website >>
http://www.ubuntu.com/download/server.

Note:
This tutorial doesn’t deal with the issues that arise when working with GPT partition tables

Let’s get started...

. Make sure your external USB DVD ROM is connected to your server’s USB port > insert your
Ubuntu 12.04 server installation DVD and switch on your server.

. Following a POST test, the installation wizard might prompt you to choose a language for the
wizard installation > select your preferred language for the OS and installation.

Language

Amharic Gaeilge Malayalam Thai
Arabic Galego Marathi Tagalog
Asturianu Gujarati Nepali Tlrkce
Eenapyckas | N1l Nederlands Uyghur
EbArapckn Hindi Norsk bokmal YKPaIHCEKE
Bengali Hrvatski Norsk nynorsk Tifng Vit
Bosanski Haguar Punjabi (Gurmukhi} ARz (TR 4
Catala Bahasa Indonesia | Polski AR (RS
festing Islenska Portugués do Brasil
Dansk Italiano Fortugués
Deutsch A4 Roméana
Dzongkha obaenemo PYCCENA
EAAMNULED kKasak Samegillii

h Khmer e
Esperanto 3730 slovencing
Espafiol Fr=0 5lovenstina
Eesti Kurdi Shaip
Euskara Lao Crnc
S Lietuviskai Suen%ﬁ
Suomi Latviski Tamil
Francais MakeaoHCKN [SSFrE

. The next screen will present some options to you > Select “Install Ubuntu Server” from the
list of options to begin your OS installation.
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ubuntu®

Install Ubuntu S r

FETTIoTe

preferred language to continue.

Language:

<GB0 Back>

C

Albanian

Arabic

Asturian

Basque

Belarusian

Bosnian

Bulgarian

Catalan

Chinese (Simplified)
Chinese (Traditional
Croatian

Czech

Danish

Dutch

English

Esperanto
Estonian
Finnish
French
Galician
German
Greek

[I1] gelect a languzgze |

hility

F& Other Opti

No localization
Shgip

o=
Asturianu
Euskara
Benapyckan
Bosansk i
BrArapcimn
Catald
3T ([E)
(%)
Hrvatski
Cestina
Dansk
Nederlands
Enzlish
Esperanto
Eesti,
Suumih’
Francais
Galego
Deutsch
EAARY LKL

Choose the language to he used for the installation process. The selected langusge will
also be the default language for the installed system.

< Tab:> mo

Linux: Gettign started howto guide

e» selects; <Enter> activates

buttans

The wizard will prompt you once again to select your language of choice > choose your

Next, select the country you reside in or where the server will be physically located.
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your location is not listed.

Country, territory or area:

<Go Back>

[1!] sSelect your location |

The selected location will he used to set your time zone and also for example to help
select the system locale. Mormally this should be the country where you live.

This is a shortlist of locations based on the language you selected. Choose "other' if

Antigua and Barbuda
Australia
Botswana
Canada

Hong Kong
India

Ireland

New 2ealand
Nigeria
Philippines
Singapore
South Africa
United Kingdom

2 imhabwe
ather

<Tab> moves; <Space> selects; <Enter:

activates buttons

Next you are prompted to configure your keyboard. You could choose “Yes” to allow the

installation wizard to detect your keyboard, should you choose “Yes” —you will be presented

with some additional wizard screens to determine your keyboard type. | often select the

“No” option.

1 [1]

You can try to have your keyboard

Detect kewhoard layaut?

GO Back>

Configure the keyboard |

layout detected by pressing a series of keys. If you do
not want to do this, you will be ahle to select your keyboard layout from a list.

Choosing “No” will prompt you to select a keyboard layout > select the keyboard layout of

your choice to continue with the wizard

Linux: Gettign started howto guide
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<Go Back:

1 ['] Configure the keyboard |

The layout of kewhoards varies per country, with some countries having multiple common
layouts. Please select the country of origin for the keyboard of this computer.

Country of origin for the keyboard:

frabic (Syria)
Armenian
Azerbaijani
Bambara
Belarusian
Belgian
Bengali
Bosnian
Braille
Bulgarian
Burmese
Catalan
Chinese
Croatian

Czech

Danish

Dhivehi

Dutch

Dzongkha
English (Cameroon)
English (Ghana)
English (M i

» selects; <Enter> activates buttons

° Based on your selections thus far, the wizard will begin detecting your hardware and loading

the necessary drivers.

| Loading additional components |

Retrieving partman-auto-raid

. Once the drivers have been loaded, you will be prompted to give your new server a name.

Chose a hostname or alternatively leave the default of “Ubuntu” for now. This can be edited

later post the OS installation.

TIP: It’s less hassle to simply set the hostname now. Try and choose a short descriptive name for the

server instance.

Linux: Gettign started howto guide
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[!] Configure the network |

s

Flease enter the hostname for this sustem.

The hostname iz & single word that identifies your system to the network. If you don't
knaw what uour hastname should be, consult your network administrator. If you are setting
up your own home network, you can make something up here.

Hostname:

<Go Back> <Continue>

. Next you will be prompted to create a user account to perform non-administrative activities.
The first screen prompts you for the full name of the user while the second screen prompts
you to choose a username. The wizard chooses the first name supplied in the previous box
as the username. You could leave this as is or choose a specific username for the account.

[11] set up users and passwords |

A user account will be created for you to use instead of the root account for
non-administrative activities.

Please enter the real name of this user. This information will be used for instance as
default origin for emails sent by this user as well as any program which displays or uses
the user's real name. Your full name is a reasonable choice.

Full name for the new user:

<Go Back:

; <Enter> acti
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[11] 8et up users and passwords |

Select a username for the new account. Your first name iz a reasonahle choice. The
username should start with a lower-case letter, which can be followed by any combination
of numbers and more lower-case letters.

Username for Jour account:

<Go Back> <Cont inue»

° Choose a password for the user account and click “Continue” to proceed. The wizard will
prompt you to confirm the password by retyping it > retype the password and click
“Continue” to proceed.

1 [1!] Set up users and passwords |

A good password will contain a mixture of letters, numbers and punctuation and should be
changed at regular intervals.

Choose a password for the new user:

<Go Back: <Caont inues

. The next screen will offer to encrypt the home directory of the newly created user account. |
always select the “NO” option.
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<Go Back>

['1 Set up users and passwards |

You may configure your home directory for encryption, such that any files stored there
remain private even if your computer is staolen.

The system will seamlessly mount your encrypted home directory each time you login and
automatically unmount when you log out of all active sessions.

Encrypt your home directory?

. You will then be allowed to select your time zone (Ubuntu may detect this automatically if
connected to the Internet).

. You will then be presented with the “Partition disks” window.

[!] Ubuntu installer main menu
Choose the next step in the install process:

Choose language
Confligure the keuboard
Detect and mount CD-ROM
Load debconf preconfiguration file
Load installer components from CD
Detect network hardware
Configure the network
Set up users and passwords
(1 g

U 5 ReASE NIArds
Select and install software
Install the GRUB hoot loader on a hard disk
Continue without boot loader
Finish the installation
Change debconf priority
Check the CO-ROM(s) integrity
Save debug logs
Execute a shell
Eject a CD from the drive
Abort the installation

. The next screen presents the “Partition Disks” screen. This is the stage where we configure

a RAID volume. Should you prefer to install the OS on the hard disk without implementing

any RAID fault tolerance, simply highlight the first disk drive usually represented as sda. The

wizard will guide you through a few screens where you will be allowed to partition the disk

or use the entire disk for the installation. The purpose of this howto guide is to demonstrate

the RAID volume setup so we will select the “Manual” option as we would like to partition
our hard drives ourselves.

TIP: In Linux, your hard disk drives are usually represented as sda, sdb, sdc,....sdn

Linux: Gettign started howto guide
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1 [11] Partition disks |

The installer can guide you through partitioning a disk (using different standard
schemes) or, if you prefer, you can do it manually. With guided partitioning you will
still have a chance later to review and customise the results.

If you choose guided partitioning for an entire disk, you will next he asked which disk
should bqkused.

Partitioning method:

Guided - resize SCEIL1 (0,0,0), partition #3 (sda) and use freed space
Guided - use entire disk

Guided - use entire disk and set up LWH
HI0ED - LSE ENTIre Olok &nd Ser Up Encruoted Len

<Go Back:

° The wizard prompts you with a warning that all data will be lost if you repartition the disk
drive. As this is a new installation, there shouldn’t be any existing partitions or data existing
on the hard disk. Choose the “Yes” option to continue.

Note:

If you are partitioning a disk drive that has an existing partition or data residing on the disk. It is
highly recommended that you first backup all data on the disk before continuing. Failure to do
so will result in all your data being deleted

1 [1!1] Partition disks |

You have selected an entire device to partition. If you proceed with creating a new
partition table on the dewice, then all current partitions will be removed.

Mote that you will be able to undo this operation later if you wish.

Create new empty partition tahle on this device?

<G0 Back:

. You will be presented with a screen that shows you your hard drives with the partitions
currently on them. If you are installing an OS for the first time, your hard drives will not have
any partitions on them. Go down to your first hard drive (it should be labelled something
along the lines of “SCSI (0,0,0) (sda)”. Push enter and you will be asked if you would like to
create a new partition table on that hard drive. Select “YES”.

. Repeat the above steps for all your hard drives. Your partitions should now look similar to
the below image (The amount of disk drives will vary based on your system)

Linux: Gettign started howto guide Page 24 of 79



This is an overview of your currently configured partitions and mount points. Select a
partition to modifu its settings (file system, mount point, etc.), @ free space to create
partitions, or a device to initialize its partition table.

<Go Back:>

[11] Partition disks |

Guided partitioning

Cantfigure software RAID

Canfigure the Logical Yolume Manager
Cantigure encrypted volumes
Configure iSCST wolumes

SCSI1 (0,0,0) (sda) - 26.8 GB ATA WBOX HARDDISK
orislog  26.8 GB FREE

SCSI1 (0,1,0) (=db) - 26.8 GB ATA WBOX HARDDISK
prislog 26.8 GB FREE SPACE

SCSI2 (0,1,0) (sdc) - 26.8 GB ATA WBOX HARDDISK
prislog 26.8 GB FREE SPACE

Undo changes to partitions
Finish partitioning and write changes to disk

Now that we have partition tables on each drive, we need to carve up the partitions. We are
going to create two partitions on each drive. Both partitions will be RAID’d. One RAID
partition will then be set up as the swap space and the other as the root file system.

This tutorial was done on virtual box and | was unable to recreate the problems | had doing the
installation on the actual C6145. There, problems arose due to the partition tables being GPT
partition tables (I'm assuming Ubuntu automatically sets this when using big HDDs). This is,
because the MSDOS tables cannot handle partitions greater than 2TB. When using GPT tables
you need to create a small 50MB partition at the beginning of each drive as a “Reserved BIOS
boot area”. GRUB must then be installed to this partition

the below screen > select “Create a new partition”.

[11] Partition disks
How to use this free space:

Create a new partition
Automatically partition the free space

Show Cylinder/Head/Sector informat ion

<Go Backx

Linux: Gettign started howto guide

Select the free space below your first hard drive and push enter > you will be presented with

| set this partition to 4GB as | want a partition of 8GB for swap space after I've RAIDed the
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partitions. You may set this size to whatever suits your needs.

[!!] Partition disks r

The maximum size for this partition is 26.8 GB.

Hint: "max'" can be used as a shortcut to specifu the maximum size, or enter a percentage
(e.g. "20%") to use that percentage of the maximum SizS.

New partition size:

<Go Back> <Cont inue>

) Select “Primary” for the partition type.

[11] Partition disks

Type for the new partition:

Logical

<Go Back>

. Select “Beginning” for the location of the partition
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<Go Back:

[11] Partition disks T

Please choose whether you want the new partition to be created at the beginning or at the
end of the awvailable space.

Location for the new partition:

volume for RAID” option and then select “Done setting up the partition”

Linux: Gettign started howto guide

[11] Partition disks
How to use this partition:

Extd journaling file system
Ext3 journaling file system
Ext2 file system

ReiserfFS journaling file system
btrfs journaling file system
JFS journaling file system

¥FS journaling file system
FAT16 file system

FAT3Z2 file system

swap area

husical wolume for encruption
alj ume for

physical wolume

do not use the partition

<Go Back>

On the next screen, when prompted how to use this new partition, select the “Physical
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1 [!11] Partition disks |

You are editing partition #1 of SCSI1 (0,0,0) (sda). No existing file system was detected
in this partition.

Fartition settings: h

Use as: physical volume for RAID
Bootahle flag: off

Copy data from another partition

Delete the partition

setting up the partition

<Go Back:

Now repeat steps from 7.1.20 through to 7.1..24 to create a second partition on the first
hard drive, but this time -allow this partition to use the remainder of the space on the drive.
Once again, select the “Physical volume for RAID” option when prompted

Your first hard drive should now have two partitions, each set to “Physical volume for
RAID”.

Repeat steps 7.1.20 through to 7.1.24 for each hard drive. Your partitions should look similar
to the below image (The amount of disk drives will vary based on your system)

[V Partition disks |

This is an overview of your currently configured partitions and mount points. Select a
partition to modify its settings (file system, mount point, etc.), a free space to create
partitions, or a device to initialize its partition table.

Configure the Logical Volume Manager
Configure encrupted volumes
Configure iSCSI volumes

SCSI1 (0,0,0) (sda) - 26.8 GB ATA YBOX HARDDISK
#1 primary 4.0 GB K raid

#2 primary 22.8 GB K raid

SC5I1 €0,1,0) (sdb) - 26.8 GBE ATA VYBOX HARDDISK
#1 primary 4.0 GB K raid
#2 primary 22.8 GB K raid

SCSI2 (0,1,0)0 (sdc) - 26.8 GB ATA VBOX HARDDISK
#1 primary 4.0 GB K raid
#2 primary 22.8 GB K raid

Undo changes to partitions
Finish partitioning and weite changes to disk

{60 Back:

You have just prepared all your physical disk drives for your RAID setup. It is now time to
configure our RAID. Select “Configure Software RAID” from the options in the above >
select “Yes” when asked if you would like to write the changes to the storage devices.
From the list option on the following screens > select the “Create MD device” option.
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[11] Partition disks |
This is the software RAID (or MD, "multiple dewice") configuration menu.

Please select one of the proposed actions to configure software RAID.

Software RAID configuration actiaons

Create MD devicel
Delete MD device
Finish

<Go Back>

. Select “RAID 5” from the list of options.

Note:

You may want to select RAID 1 here if you are worried about data security. RAID 1 will mirror all
your data across drives. This means you will have half the amount of usable space as drives i.e.
if you have 4 x 2TB HDDs, you will only have 4TBs worth of usable space instead of 8TB. This
data will be mirrored on the other drives, so you have backup should any drive fail

[1] Partition disks f
Please choose the type of the software RAID device to be created.
Software RAID device type:

RAIDO
RAIDL
FAT0s |
RAIDS
RAID10

<Go Back>

. Select the number of active devices for the RAID 5 array. The minimum number of physical
disks for a RAID 5 volume is 3. If you have more than 3 drives, you may wish to leave one
out at this point to use as a spare in the next screen.
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| [I1] Partition disks |

The RHIi} array will consist of both active and spare devices. The active devices are
those used, while the spare devices will only be used if one or more of the active
devices fail. A minimum of 3 active devices is required.

NOTE: this setting cannot be changed later.

Number of active devices for the RAIDS array:

<Go Back> <Cont inues

. Select the number of drives you want to use as spares. If you used all your drives as active
devices in the last screen, leave this as 0.

[11] Partition disks
Humber of spare devices for the RAIDS array:

<Go Back> <Continue>

. Select the partitions you set out as the swap partitions. These will most likely be /dev/sdal,
/dev/sdbl, /dev/sdc], ..., /dev/sd<n>1, and continue.
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[11] Partition disks |
You have chosen to create a RAIDS array with 3 active devices.

Please choose which partitions are active devices. You must select exactly 3 partitions.

Active devices for the RAIDS array:

<Go Back> <Cont inue>

. Repeat steps from 7.1.28 through to 7.1.33 to set up your RAID 5 partition that will be used
as the “/” root of the file system. This RAID will use the remaining partitions.
. Select “Finish” to go back to the partitions screen

Thiz iz an overwiew of your currently configured partitions and mount points. Select a
partition to modify its settings (file system, mount point, etc.), a free space to create
partitions, or a device to initialize its partition table.

Guided partitioning

Configure software RAID

Configure the Logical “olume Manager
Confizgure encrypted wvolumes
Configure 1SCSI wolumes

RAIDS device #0
#1 8.0 GB
512.0 B unusahle
RAIDS device #1 - 45.6 GB Software RAID device
#1 45.6 GB
512.0 B unusahble

SC5I1 (0,0,0) (sda) - 26.8 GB ATA YBOX HARDDISK
#1 primary 4.0 GB K raid
#2 primary 22.8 GB K raid

SCET1 (0,1,0) (=cdh) - 26.8 GBE ATA WBOX HARDDISK
#1 primary 4.0 GB k. raid
#2 primary 22.8 GB K raid

SC5I2 (0,1,0) (sdc) - 26.8 GB ATA WBOX HARDDISK
#1 primary 4.0 GB K raid
#2 primary 22.8 GB K raid

Undo changes to partitions
Finish partitioning and write changes to disk

<Go Back:

. You should now see two RAID 5 devices above your hard drives similar to the above image.
Select the partition on the first RAID device. You will see the below screen:
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[11] Partition disks |

You are editing partition #1 of RAIDS device #0. No existing file system was detected in
this partition.

Partition settings:
do not use
Copy data from another partition
Erase data on this partition
Done setting up the partition

<Go Back>

. Select the “swap area” from the list of options when asked how to use this newly created

partition.

[11] Partition disks
How to use this partition:

Extd journaling file system
Ext3 journaling file sustem
Ext2 file system

ReiserFs journaling file system
ptrfs journaling file sustem
JFS journaling file system

®FS journaling file system
FAT16 file system

FAT3Z file sistem

physical volume for encruption
phusical volume for LWH
do not use the partition

<G0 Back>

. Go back and select the partition on the second RAID device > select the “Ext 4 journaling file

system” option and set the “Mount point” to “/” - root of the file system. The partition

should look like the below image

Linux: Gettign started howto guide
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[11] Partition disks |

You are editing partition #1 of RAIDS dewvice #1. WNo existing file system was detected in
this partition.

Partition settings:
Extd journaling file system

Mount s

Mount options: defaults
Lahel: nane
Reserved blocks: 5%
Typical usage: standard

Copy data from another partition
Erase data on this partition
Done setting up the partition

<Go Back>

° You partitions should look similar to the below image.

[ [0 Partition disks |

This is an owerview of your currently configured partitions and mount points. Select a
partition to modify its settings (file system, mount point, etc.), a free space to create
partitions, or a device to initialize its partition table.

Guided partitioning

Contfigure software RAID

Configure the Logical Yolume Manager
Contfigure encrypted volumes
Configure 1SCSI volumes

RAIDS device #0 - 8.0 GE Software RAID device

#1 8.0 GB f swap swap
512.0 B unusable
RAIDS device #1 - 45.6 GB Software RAID device
#1 45.6 GB f extd 7
b 512.0 B unusahle

SCSIL (0,0,0) (sda) - 26.8 GB ATA YBOX HARDDISK
#1 primary 4.0 GB K raid
#2  primary 22.8 GB K raid

SCEIL (0,1,0) (sdb) - 26.8 GB ATA WEOX HARDDISK
#1 primary 4.0 GB K raid
2 primary 22.8 GB K raid

5CS5I2 (0,1,0) (sdc) - 26.8 GB ATA WBOX HARDDISK
#1 primary 4.0 GB K raid
#2 primary 22.8 GB K raid

. You can now carry on with your OS installation > select the “Finish partitioning and write
changes to disk” option and select “Yes” if prompted. The installation of the system will then
begin.

. At some point you will be asked to enter your HTTP proxy information. If you are not behind

a proxy, you can leave this blank.
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1 [!] Configure the package manager |

If you need to use & HTTP proxy to sccess the outside world, enter the proxy informeation
here. Otherwise, leswe this hblank.

The proxy information should be given in the standard form of
"http:ss [luser] [:passl@l host [:port]s.

HTTP proxy information (blank for nonel:

<Go Back:> <Cont inue>

. The installation will proceed until you are asked how you want to handle updates to the
system. | told it to install security updates automatically.

1 ['] Configuring tasksel
Applying updates on a freguent hasis is an important part of keeping your system secure.

By default, updates need to be applied manually using package management tools.
Alternatively, uou can choose to have this system automatically download and install
security updates, or you can choose to manage this system over the web as part of a group
of sustems using Canonical's Landscape service.

How do you want to manage upgrades on this system?

Mo automatic updates

. The installation will proceed again until you get asked what software you would like to
install. This will depend on what you plan on using the server for. |just selected “OpenSSH
Server” for now. You can, of course, install any of this software at a later stage

TIP: As a minimum install OpenSSH Server as this will allow you to access this server remotely once
configured
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[!1 Software selection |

At the moment, only the core of the system is installed. To tune the system to your
needs, you can choose to install one or more of the following predefined collections of
sof tware.

Choose software to install:

<Cont inues

. When asked if you would like to install grub to your master boot record, select “Yes”.

Note:
When using GPT tables, you would select NO here and then select the partition you created as
“Reserved BIOS boot area” to install grub

. Once grub is installed, the installation completes and you may reboot. You should boot to a
login screen that looks similar to the below image.

buntu 12.04.3 LTS wbuntu ttyl

thuntu login:

:: Instruction Complete ::
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7.3. Scientific Linux OS Installation

The following installation was performed on the actual C6145 server. Should you require a copy of
the latest Scientific Linux distribution, a copy of the iso can be obtained from either of the following
websites >> http://ftp.scientificlinux.org/linux/scientific/6.4/x86 64/iso/ or
https://www.scientificlinux.org/ . Choose the “install-dvd.iso” option.

. Once you have booted up using your preferred installation option, you will be presented
with the below welcome screen > select your preferred option to begin the installation.

Note:
For a new installation, | would recommend using option 1 “Install or upgrade an existing

system”

Welcome to Scientific Linux 6.4!

ﬂnstall or upgrade an existing system
Install system with basic video driver
Rescue installed system

Boot from local drive

Memory test

Press [Tabl to edit options

Automatic boot in 31 seconds. ..

SCIENTIFIC LINUX 6

. The next screen will offer you the option to test your installation media before you begin the
installation. | often choose the “Skip” option

Welcome to Scientific Linux for xB86_64

Disc Found

To begin testing the media before
installation press 0

Choose Skip to skip the media test
and start the installation.

<Tab>-/<Alt-Tab> between elements | <Space> selects | <F12> next screen
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If you chose to test your media, a quick test will be performed. If you opted to skip the

media test > you will be presented with the below screen > click “next” to continue

SCIENTIFIC LIN

r’ SCIENTIFIC LINUX 6

| wp Next |

click “next” to continue

] ‘What language would you like to use during the
- installation process?

Catalan (Catala)
Chinese(Simplified) (37 (&) )
Chinese(Traditional) (37 (ERM) )
Croatian (Hrvatski)

Czech (Cestina)

Danish (Dansk)

Dutch (Nederlands)

| English (En

Estonian (eesti keel)
Finnish (suomi)
French (Frangais)
German (Deutsch)
Greek (EAAVLKa)
Gujarati (3raidl)
Hebrew (n1ay)

| qmpack | | wpnext

and click “next” to continue

Linux: Gettign started howto guide

The next screen will prompt you to choose a language > choose your language of choice and

Next you will be prompted to choose your keyboard layout > make your preferred choice
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SCIENTIFIC LINUX

Select the appropriate keyboard for
the system.

RUSSTan

Serbian

Serbian (latin)
Slovak (gqwerty)
Slovenian

Spanish

Swedish

Swiss French

Swiss French (latinl)
Swiss German

Swiss German (latinl)
Turkish

U.S. International
Ukrainian
United Kingdom

=

. The following screen will prompt you to choose the type of installation for your OS > option
(a) “Basic Storage Devices” is the default option and will allow you to install your OS onto a
local hard disk located inside your server > option (b) “Specialized Storage Devices” will
allow you to install your OS on a Storage Area Network (SAN) or select iSCSI disks > choose

your preferred option and click “next” to continue

Note:

If you purchased one of the H3ABioNet recommended server options and will be installing your
OS on your local server. The default option A should suffice

SCIENTIFIC LINUX

Basic Storage Devices
this is probably it.

Specialized Storage Devices

What type of devices will your installation involve?

@ Installs or upgrades to typical types of storage devices. If you're not sure which option is right for you,

) Installs or uparaces to enterprise devices such as Storage Area Networks (SANs). This option will allow
‘you to add FCoE / iSCSI [/ zFCP disks and to filter out devices the installer should ignore.

e

. Choosing option A will display a warning screen notifying you that should you continue, all
data on the selected disk will be lost. Click your preferred option and then click “next” to

continue

Linux: Gettign started howto guide
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SCIENTIFIC LINUX

Storage Device Warning

& The storage device below may contain data.

=, VMware Virtual disk

=l 25600.0 MB

We could not detect partitions or filesystems on this device.

This could be because the device is blank, unpartitioned,
or virtual. If not, there may be data on the device that can

not be recovered if

remove the device ffim this installation to protect the data.

Are you sure this device does not contain valuable data?

) Apply my choice to all deviceskyith undetected partitions or filesystems

pci-0000:00:10.0-s5¢si-0:0:0:0

U use it in this installation, We can

| Yes, discard any data \ [ No, keep any data

‘ 4uBack ‘ | = Next |

. The following screen will prompt you to type in a unique name that will identify this server

on your network > type in a hostname for this server and click “next” to continue

network.

SCIENTIFIC LINUX

Please name this computer. The
“ |?L| ) hostname identifies the computer on a

Hostname: [

Configure Network

| 4mBack | ‘ mp Next ‘

. In the following screen, choose a time zone which your server would use for its data and

time stamps > deselect the “System clock uses UTC” > click “next” to continue
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Selected city: Johannesburg, Africa

Africa/lohannesburg ¢
N
[7]/System clock uses UTC
4mBack ‘ ‘ = Next ‘
. The following screen will prompt you to type in a root password for this server. This root

password will serve as the default root account on the server

! The root account is used for administering
@ the system. Enter a password for the root
user.
Root_Password:[uuu-- }
Confirm: I ........ j
| 4aBack | ‘ ) Next |
. The following screen will prompt you to choose the type of installation for your OS > review

the various options and decide which best suits your environment > click “next” to continue

Note:
The default option “Use All Space” would suffice if you are following a basic default installation.

This option will erase all data on the selected hard disk / partition and install the SL 6.4 OS in
this location. | normally leave the “Encrypt system” and “Review and modify partitioning

layout” option deselected
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SCIENTIFIC LINUX

Which type of installation would you like?

Use All Space
Removes all partitions on the selected device(s). This Includes partitions created by other operating

(@ - systems.

Tip: This option will remove data from the selected device(s). Make sure you have backups.

Replace Existing Linux System(s)
Removes only Linux partitions (created from a previous Linux Installation), This does not remove other
partitions you may have on your storage device(s) (such as VFAT or FAT32).

Tip: This option will remove data from the selected device(s). Make sure you have backups

Shrink Current System
Shrinks existing partitions to create free space for the default layout.

Use Free Space
Retains your current data and partitions and uses only the unpartitioned space on the selected device
is), assuming you have enough free space avallable.

K: R K:

) Create Custom Layout %
- Manually create your own custom layout on the Selected device(s) using our partitioning tool

[ Encrypt system
[7] Review and modify partitioning layout

| 4mBack | ‘ ) Next ‘

. The next screen will prompt you to choose a disk or partition to install your OS on > double

click or highlight your option on the left hand side of the screen > if using the keyboard only,

tab across to the right hand arrow and depress your space bar to move the highlighted

option to the right hand side of the screen > in the right hand side of the screen, select your

disk / partition where the boot loader will be installed on > click “next” to continue

SCIENTIFIC LINUX

Below are the storage devices you've selected to be a part of this installation. Please
indicate using the arrows below which devices you'd like to use as data drives (these will
not be formatted, only mounted) and which devices you'd like to use as system drives
(these may be formatted). Please also indicate which system drive will have the
bootloader installed.

Data Storage Devices (to be mounted only) Install Target Devices
Model Capacity  Vendor | Identifier Boot
Loader pladel

VMware Virtual disk 10240 MB  VMware  pci-0000:00:10

[ I I [ [ m

) Tips: Install target devices will be reformatted and wiped of any data. Make sure you have
~ backups.

@ WMware Virtual disk 25600 MB

| §m Back | | =) Next |

Capacity

B

Linux: Gettign started howto guide

Page 41 of 79



. Clicking next on the above screen will display a warning screen > if you are happy to
proceed, click “Write changes to disk” to continue

Writing storage configuration to disk

The partitioning options you have selected
will now be written to disk. Any data on
deleted or reformatted partitions will be lost.

[ Go back l | Write changes to disk |
. Clicking “Write changes to disk” will begin formatting the disk / partition selected in point
7.11 above
Creating ext4 filesystem on /dev/mapper/vg_nsolo-lv_root
| [ J |
. Once the disk / partition has been formatted, the next screen will prompt you to choose a

type of OS installation displayed in figure A below > choose the “Basic Server” option > click

“next” to continue

Note:
Should you wish to add additional repositories at this stage > click the “Add additional software

repositories”, doing this will present the screen displayed in figure B below. To successfully
setup your new repositories at this stage, you would need a valid IP with gateway to the
internet. You will be able to setup new repositories once the OS has been installed. Instruction

to do this is discussed in point 7 below
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Figure A

BSCIENTIFIC LINUX

Please pick the type of install for Scientific Linux. You can optionally select a different set
of software now.

) Desktop :
© Minimal Desktop

(o)

O Database Server

) Web Server

- - - m

Please select any additional repositories that you want to use for software installation.

[+ Scientific Linux

‘ <= Add additional software repositories ‘ ‘ |54 Modify repository
You can further customize the software selection now, or after install via the software

management application.
@ Customize later () Customize now

| mBack ‘ | wp Next |

Figure B

. Add Repository .

Please provide the configuration
information for this software repository.

Repository name: [

Repository type: | HTTP/FTP

<»

Repository URL [ |

[] URL is a mirror list

[ Configure proxy

Cancel | | oK

Once you have made your choice and clicked next, the wizard will look for any dependencies
that are needed

Dependency Check

Checking dependencies in packages selected for installation
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If the wizard finds all the dependencies, it will kick off the OS installation

r‘ SCIENTIFIC LINUX 6

Installing sl-indexhtml|-6-2.s16.6.noarch (1 MB)
Browser default start page for Scientific Linux

On completion of the installation, you will be presented with the “installation is complete”

screen > remove all install media and click the “Reboot” button to login to your new SL 6.4

installation.

Congratulations, your Scientific Linux installation is complete.

Please reboot to use the installed system. Note that updates may be
available to ensure the proper functioning of your system and installation of

these updates is recommended after the reboot.

| wpf| Reboot |
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7.4. Debian OS Installation

This howto guide was configured using a virtual server created in the VMWare workstation

application. The steps outlined are relevant for both virtual and physical server installations. The

virtual hardware used for this server is listed below. To get a copy of the latest Debian release,

please visit the following website >> http://www.debian.org/

Server Type: VMware Workstation 10
Memory: 1GB

Processor: 1,53GHZ 2 core

Hard disk: 2 SCSI Disk with 20GB each

0 O O O

Debian 7 - VMware Workstation
File Edit View VM Tabs Help

= (G4 snapshot & M-
Library

Home 3 & Debian7
Q Type here to search | v

= B My Computer # Debian7
[S shared vMs > start up this guest operating system

@IEdit virtual machine settings

~ Devices
B Memory 168
@ Processors 2
I Hard Disk (scsl)  20GB
(J Hard Disk 2 (SCSI) 20GB.
CD/OVD (IDE) 86-DVD-1.is0
# Network Adapter NAT
# uss controller  Present

B Sound Card Auto detect
& Printer Present
™ Display Auto detect

~ Description
Type here to enter a description of
this virtual machine.

7 Virtual Machine Details
State: Powered Off

C file: Debian 7/Debian 7.vmx
Hardware compatibility: Workstation 10.0virtual machine

. Start the machine (Server or PC) and select Graphical install

Debian GNUZL:

Install

e debian

Help |
Install with speech synthesis GNU/Linux

Press ENTER to boot or TAB to edit a menu entry

. Choose your language
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http://www.debian.org/

debian ©

Select a language

Choose the language to be used for the installation process. The selected language will also be the
default language for the installed system.

Language:

Chinese (Simplified) - Asz(EE) =
Chinese (Traditional) - Asz(%i)

Croatian - Hrvatski | |
Czech - Cestina

Danish - Dansk =
Dutch - Nederlands |3 ||
Dzongkha - Em
| English - English |
Esperanto - Esperanto Th l

Estonian - Eesti e SyStem anguage

Finnish - Suomi

French - Francais

Galician - Galego

Georgian - JoGogmo

German - Deutsch L
_Groal. - FMnmxé 8
Screenshot ] Go Back ] Continue

. Choose the keyboard layout

Configure the keyboard

Keymap to use:

imericanengion 8
Albanian Keyboard layout
Arabic

Asturian

Bangladesh
Belarusian

Bengali

Belgian

Bosnian

Brazilian

British English
Bulgarian

Bulgarian (phonetic layout)
Canadian French
Canadian Multilingual
Catalan

Chinese

_Croatian

Screenshot Go Back H Conti{lue ]

J Configure the basic network setup by typing the machine name
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debian ©

Configure the network

Please enter the hostname for this system.

The hostname is a single word that identifies your system to the network. If you don't know what your
hostname should be, consult your network administrator. If you are setting up your own home network,
you can make something up here.

Hostname:

[debian?l ]

Type the name of the machine

Screenshot | [ GoBack || continue kl

J Choose a root password for the system

debian ©

Set up users and passwords

You need to set a password for 'root’, the system administrative account. A malicious or unqualified user
with root access can have disastrous results, so you should take care to choose a root password that is
not easy to guess. It should not be a word found in dictionaries, or a word that could be easily
associated with you.

A good password will contain a mixture of letters, numbers and punctuation and should be changed at
regular intervals.

The root user should not have an empty password. If you leave this empty, the root account will be
disabled and the system's initial user account will be given the power to become root using the "sudo"
command.

Note that you will not be able to see the password as you type it.
Root password:

(o000

Please enter the same root password again to verify that you have typed it correctly.
Re-enter password to verify:

(o000 J

S hot Go Back Conti
creensho ‘ o Bacl \ ontinue J

J Create a default user account by typing a name in the following box.
You will use this default user account to log into the server once the installation is
complete.
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Set up users and passwords

A user account will be created for you to use instead of the root for dministrative activities.
Please enter the real name of this user. This information will be used for instance as default origin for
emails sent by this user as well as any program which displays or uses the user's real name. Your ful

name is a reasonable choice.

Full name for the new user:

[user1| ]

3
Screenshot | Go Back | [ Continue ]

Choose a secure password for this user account. It is common practice to choose a
password which conforms to the following criteria: a minim of 8 characters is made
up of numbers, special characters and both upper and lower case letters.

Set up users and passwords

A good password will contain a mixture of letters, numbers and punctuation and should be changed at
regular intervals.
Choose a password for the new user:

0

Please enter the same user password again to verify you have typed it correctly.
Re-enter password to verify:

Y

Screenshot ‘

Go Back ‘ ContinueJ

In the following box you will define a domain.
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debian ©

Configure the network

The domain name is the part of your Internet address to the right of your host name. It is often

something that ends in .com, .net, .edu, or .org. If you are setting up a home network, you can make

something up, but make sure you use the same domain name on all your computers.

Domain name:

[pabteur.tn ]
3

Screenshot ‘ Go Back ‘ Continue

The next screen prompts you to choose a disk partitioning method. As we will be creating a
RAID configuration > choose the option to manually partition your disks.

debian ©

Partition disks

The installer can guide you through partitioning a disk (using different standard schemes) or, if you
prefer, you can do it manually. With guided partitioning you will still have a chance later to review and
customise the results.

If you choose guided partitioning for an entire disk, you will next be asked which disk should be used.
Partitioning method:

VGlIirdedr -use entirlr'e dri;i(

Guided - use entire disk and set up LVM

Guided - use entire disk and set up encrypted LVM

Screenshot

| GoBack H Continue

You will now be asked to choose a disk to partition. Choose the first disk which is
usually represented as “sda” in Linux based installations.
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Partition disks

Guided partitioning

‘ SCS13(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S
| scsi3 (0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S

undo changes to partitions
Finish partitioning and write changes to disk

Screenshot | | Help

debian ©

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Go Back ][ Continue ]

o Click the continue button to begin partitioning this disk. The wizard will prompt you
to confirm that you want proceed with the partition. As there is no data on this hard
disk > choose “Yes” to continue. If you are performing this operation on a hard disk
which has data, it is strongly recommended that you first backup the data before

proceeding as all data will be destroyed.

Partition disks

device, then all current partitions will be removed.

Note that you will be able to undo this operation later if you wish.
Create new empty partition table on this device?

) No

Screenshot |

debian ©

You have selected an entire device to partition. If you proceed with creating a new partition table on the

Go Back | [ Continue ﬂj

. Start partitioning by selecting the first partition.
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Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc ), a free space to create partitions, or a device to initialize its partition table.

Guided partitioning

Configure software RAID X
Configure the Logical Volume Manager
Configure encrypted volumes

= SCS13(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual 5
= prillog 21.5 GB FREE SPACE
SCSI13(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual 5§

Undo changes to partitions

Finish partitioning and write changes to disk

Screenshot } I Help

Go Back H Continue

Choose the size for this first partition.

debian ©

Partition disks

The maximum size for this partition is 21.5 GB.

Hint: "max" can be used as a shortcut to specify the maximum size, or enter a percentage (e.g. "20%") to
use that percentage of the maximum size.

New partition size:

(1p.56B

Screenshot

’,, Go Back ‘ Continue \J

Choose the file system and the mount point then confirm.
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Partition disks

You are editing partition #1 of SCSI3 (0,0,0) (sda). No existing file system was detected in this partition.
Partition settings:

Use as: Ext4 journaling file system
Mount point: !

Mount options: defaults

Label: none

Reserved blocks: 5%
Typical usage: standard
Bootable flag: off

Copy data from another partition
Delete the partition

 Done setting up the pa on

Screenshot 1 { Help Go Back ] [ Continue

J Select the free space to setup the other partition.

debian ©

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Partition disks

Guided partitioning

Configure software RAID

Configure the Logical Volume Manager
Configure encrypted volumes

v SCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB f exta /
I > pri/log 10.0 GB FREE SPACE
SCSI3(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S

Undo changes to partitions
Finish partitioning and write changes to disk

! Screenshot ‘ [ Help

Go Back H Continue %

Choose the second partition disk space and assign it a partition size.
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Partition disks
The maximum size for this partition is 10.0 GB.

use that percentage of the maximum size.
New partition size:

debian ©

Hint: "max" can be used as a shortcut to specify the maximum size, or enter a percentage (e.g. "20%") to

[ scrcenshot] [ =
Screer:shot ‘ Go Bjxck ‘ Continue \
. Setup the file system, mount point and confirm.

Partition disks

Partition settings:

debian ©

You are editing partition #5 of SCSI3 (0,0,0) (sda). No existing file system was detected in this partition.

Use as: Ext4 journaling file system
Mount point: /home

Mount options: defaults

Label: none

Reserved blocks: 5%

Typical usage: standard
Bootable flag: off

Copy data from another partition
Delete the partition

Done setting up the partition

Screenshot ‘ { Help

Go Back ‘ Continue k

RAID on it.
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debian

Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Guided partitioning

Configure software RAID

Configure the Logical Volume Manager
Configure encrypted volumes

¥ SCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB K ext4 /

> #5 logical 10.0 GB K extd /home
| S§CSI13(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S

Undo changes to partitions
Finish partitioning and write changes to disk

&

| screenshot ‘ [ Help } | GoBack } [ Continue ]

J Create the partition table and start partitioning.

debian

Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Guided partitioning

Configure software RAID

Configure the Logical Volume Manager
Configure encrypted volumes

|~ sCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB K ext4 /

> #5 logical 10.0GB K ext4 /home
:v SCSI3(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S
| > pri/log 21.5 GB FREE SPACE

Undo changes to partitions
Finish partitioning and write changes to disk

Screenshot | [ Help GoBack | [ Continue ]

. Create the first partition with the same space as the one in the other disk.
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Partition disks

Partition settings:

You are editing partition #1 of SCSI3 (0,1,0) (sdb). No existing file system was detected in this partition.

Use as: Ext4 journaling file system
Mount point:

Mount options: defaults

Label: none

Reserved blocks: 5%
Typical usage: standard
Bootable flag: off

Copy data from another partition
Delete the partition
Done setting up the partition

[ Screenshot I I Help I

Go Back ” Continue

J Choose the “Do not mount it” option.

Partition disks

Mount point for this partition:

/ -the root file system

/boot - static files of the boot loader

/home - user home directories

/tmp - temporary files

Jusr - static data

Ivar -variable data

Isrv - data for services provided by this system
Jopt - add-on application software packages
lusr/local - local hierarchy

Enter manually

Do not mount it

Screenshot

Go Back H Continue ]

J Confirm the modification of the second partition.
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Partition disks

You are editing partition #5 of SCSI3 (0,1,0) (sdb). No existing file system was detected in this partition.
Partition settings:

Use as: Ext4 journaling file system
Mount point: none

Mount options: defaults

Label: none

Reserved blocks: 5%
Typical usage: standard
Bootable flag: off

Copy data from another partition
Delete the partition

I Done setting up the partition

Screenshot 1 [ Help Go Back 1 [ Continue ]

. Start the RAID configuration by choosing the “Configure software RAID” option.

Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Guided partitioning ‘
Configure software RAID

Configure the Logical Volume Manager
Configure encrypted volumes

¥ SCSI13(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB K ext4 !

> #5 logical 10.0 GB K extd /home
- SCSI13(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB f ext4

> #5 logical 10.0 GB f ext4

Undo changes to partitions
Finish partitioning and write changes to disk

Screenshot ‘ [ Help

[ GoBack |[ Continue ]

° Choose the “Create MD device”.
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Partition disks

This is the software RAID (or MD, "multiple device") configuration menu.

Please select one of the proposed actions to configure software RAID.
Software RAID configuration actions

i

Delete MD device
Finish

Screenshot |

| Create MD device

[ GoBack ’[ Continue

o Choose the “RAID1” option.

Partition disks

Please choose the type of the software RAID device to be created.
Software RAID device type:

debian ©

RAIDS
RAID6
RAID10

Screenshot

RAIDO

Go Back H Continue

Type the number 2 for the number of disks to be used.
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debian ©

The RAID1 array will consist of both active and spare devices. The active devices are those used, while
the spare devices will only be used if one or more of the active devices fail. A minimum of 2 active devices
is required.

Partition disks

NOTE: this setting cannot be changed later.
Number of active devices for the RAID1 array:

E

Screenshot ‘

[ Go Back ][ Continue ]

Type the number 0 when asked to specify any spare devices. We will not be using hot
spares for this demonstration.

Partition disks
Number of spare devices for the RAID1 array:
e ]
3
Screenshot | GoBack || Continue

Select the two primary partitions to be the active devices.
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Partition disks

You have chosen to create a RAID1 array with 2 active devices.

Please choose which partitions are active devices. You must select exactly 2 partitions.
Active devices for the RAIDI array:

/devfsdal (11498MB; raid)
[] /dev/sdas (9973MB; extd)
idev/sdbl (11498MB; raid)
[ tdevisdbs (9973MB; ext4)

Screenshot

Go Back H Continue l

. The first partition is done.

Redo the RAID configurations on both disks to create the
second partition.

debian ©

Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

‘ Guided partitioning

i Configure software RAID

Configure the Logical Volume Manager
Configure encrypted volumes

¥ SCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S

> #1 primary 11.5GB K raid
> #5 logical 10.0 GB K ext4 /home
v SCSI13(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S
> #1 primary 11.5GB K raid
> #5 logical 10.0GB F extd

Undo changes to partitions
Finish partitioning and write changes to disk

[ screenshot ‘ [ Help

GoBack || Continue

. Select the “Create new MD device” option.
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Partition disks

This is the software RAID (or MD, "multiple device") configuration menu.

Please select one of the proposed actions to configure software RAID.
Software RAID configuration actions

R s
f Create MD device

Delete MD device
Finish

Screenshot |

[ GoBack ’[ Continue

o Choose the “RAID1” option.

Partition disks

Please choose the type of the software RAID device to be created.
Software RAID device type:

RAIDO

RAIDS
RAID6
RAID10

Screenshot ‘

Go Back [[ Continue

Select the second two partitions created for the active devices.
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Partition disks

You have chosen to create a RAID1 array with 2 active devices.

Please choose which partitions are active devices. You must select exactly 2 partitions.
Active devices for the RAID1 array:

/dev/sda5

(9973MB; ext4)
/dev/sdb5

(9973MB; ext4)

| GoBack ] Continue

| screenshot

Confirm the RAID configuration.

debian ©

Before RAID can be configured, the changes have to be written to the storage devices. These changes
cannot be undone.

Partition disks

When RAID is configured, no additional changes to the partitions in the disks containing physical volumes
are allowed. Please convince yourself that you are satisfied with the current partitioning scheme in
these disks.

The partition tables of the following d

a Heviceniare eh d
SCSI3 (0,0,0) (sda)
SCSI3(0,1,0) (sdb)

Write the changes to the storage devices and configure RAID?
O No

Screenshot ‘

Choose to finish the RAID configuration.
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Partition disks

This is the software RAID (or MD, "multiple device") configuration menu.

Please select one of the proposed actions to configure software RAID.
Software RAID configuration actions

| create MD device
Delete MD device
| Finish

[ screenshot

Go Back [{ Continue J

. Start the RAID disk partitioning by defining the file system and the mount point.

debian ©

Partition disks

This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Guided partitioning (-]
Configure software RAID
Configure the Logical Volume Manager
Configure encrypted volumes
<~ RAID1 device #0 - 11.5 GB Software RAID device
> #1 11.5GB f ext4 !
> 512.0B unusable
<~ RAID1 device #1 - 10.0 GB Software RAID device
‘ > #1 10.0 GB
> 512.0B unusable
~ SCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S [
> #1 primary 11.5GB K raid
> #5 logical 10.0 GB K raid [ |
~ SCSI3(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S
> #1 primary 11.5GB K raid
> #5 logical 10.0 GB K raid [v]
[ screenshot ‘ ( Help Go Back [ Continue
. Start configuring the partition.
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You are editing partition #1 of RAID1 device #0. No existing file system was detected in this partition.
Partition settings:

Partition disks

Copy data from another partition
Erase data on this partition
Done setting up the partition

[ screenshot ‘ { Help [ GoBack ‘ Continue

J Choose the file system as Ext4 and mount point as / and confirm.

debian ©

Partition disks
You are editing partition #1 of RAID1 device #0. No existing file system was detected in this partition.
Partition settings:

Use as: Ext4 journaling file system

i Mount point: 1 ]

Mount options: defaults
Label: none
Reserved blocks: 5%
Typical usage: standard

Copy data from another partition
Erase data on this partition 3
Done setting up the partition

| screenshot } [ Help [ GoBack } Continue

J Choose the second RAID partition to start configuring it.
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This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Partition disks

Guided partitioning i
Configure software RAID
Configure the Logical Volume Manager
Configure encrypted volumes
¥ RAID1 device #0 - 11.5 GB Software RAID device
> #1 11.5 GB f ext4 /
> 512.0B unusable =
¥ RAID1 device #1 -10.0 GB Software RAID device
‘ > #1 10.0 GB
> 512.0B unusable
~ SCSI3(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S [
> #1 primary 11.5GB K raid
> #5 logical 10.0 GB K raid L
~ SCSI3(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S
> #1 primary 11.5GB K raid
> #5 logical 10.0 GB K raid [v]
[ screenshot ’ [ Help ] Go Back ‘ [ Continue ]
. Setup the file system as Ext4 and the mount point as /home and confirm.

debian ©

Partition disks

You are editing partition #1 of RAID1 device #1. No existing file system was detected in this partition.
Partition settings:

Use as: Extdjournaifng file system
Mount point: /home

Mount options: defaults

Label: none

Reserved blocks: 5%

Typical usage: standard

Copy data from another partition
Erase data on this partition

Done setting up the partition

| screenshot ‘ [ Help Go Back | Continue

. Choose finish partitioning.
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This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings
(file system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.

Partition disks

Configure encrypted volumes (~]
|~ RAID1 device #0 - 11.5 GB Software RAID device
> #1 11.5GB f  extq ! B
> 512.0 B unusable
|~ RAID1 device #1 - 10.0 GB Software RAID device
> #1 10.0GB f ext4 /home
> 512.0B unusable
' SCSI13(0,0,0) (sda) - 21.5 GB VMware, VMware Virtual S
> #1 primary 11.5GB K raid [N
> #5 logical 10.0GB K raid
|~ SCSI3(0,1,0) (sdb) - 21.5 GB VMware, VMware Virtual S
> #1 primary 11.5GB K raid
> #5 logical 10.0GB K raid
Undo changes to partitions
‘ Finish partitioning and write changes to disk

[ Screenshot ‘ ( Her ‘ [ Go Back ‘ [ Continue ]

Confirm the application of the changes on the disk.

debian ©

If you continue, the changes listed below will be written to the disks. Otherwise, you will be able to make
further changes manually.

Partition disks

The partition tables of the following devices are changed:
RAID1 device #0
RAID1 device #1

The following partitions are going to be formatted:
partition #1 of RAID1 device #0 as ext4
partition #1 of RAID1 device #1 as ext4

Write the changes to disks?

) No

Wait for the basic system program to be installed.
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Install the base system

-V Installing the base system
Validating diffutils...

J Select “No” we will be using the first Debian DVD only.

debian ©

Configure the package manager

Your installation CD or DVD has been scanned; its label is:

Debian GNU/Linux 7.4.0_Wheezy_- Official amd64 DVD Binary-1 20140208-13:47

You now have the option to scan additional CDs or DVDs for use by the package manager (apt). Normally
these should be from the same set as the installation CD/DVD. If you do not have any additional CDs or
DVDs available, this step can just be skipped.

If you wish to scan another CD or DVD, please insert it now.
Scan another CD or DVD?

3

Screenshot‘ Go Back \ Continue

. Choose “Yes” to setup a mirror to get programs and updates from.
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Configure the package manager

A network mirror can be used to supplement the software that is included on the CD-ROM. This may also
make newer versions of software available.

You are installing from a DVD. Even though the DVD contains a large selection of packages, some may be
missing. If you have a reasonably good Internet connection, use of a mirror is suggested if you plan to
install a graphical desktop envir

Use a network mirror?

Screenshot Go Back H Continue

. Choose a country to use its mirror server.

debian ©

Configure the pack

The goal is to find a mirror of the Debian archive that is close to you on the network -- be aware that
nearby countries, or even your own, may not be the best choice.

Debian archive mirror country:
Slovakia s
Slovenia

South Africa
Spain

Sweden
Switzerland
Taiwan
Tajikistan
Thailand
Turkey

Ukraine

United Kingdom
B
Uzbekistan
Venezuela
Viet Nam =]

Screenshot [ GoBack H Continui ]

° Choose the mirror server link.
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Please select a Debian archive mirror. You should use a mirror in your country or region if you do not
know which mirror has the best Internet connection to you.

Configure the package manager

Usually, ftp.<your country code>.debian.org is a good choice.
Debian archive mirror:

i ftp.us. 5 _
‘ftp.egr.msu.ed
mirrors.kernel.org
debian.lcs.mit.edu
debian.osuosl.org
ftp-nyc.osuosl.org
ftp-chi.osuosl.org
mirror.cc.columbia.edu
mirror.hmc.edu
mirror.ancl.hawaii.edu
debian.cc.lehigh.edu
debian.gtisc.gatech.edu
cdn.debian.net
ftp.gtlib.gatech.edu

ftp-mirror.internap.com (~]

Screenshot\ Go Back ][ Continde ]

. Leave the proxy configuration blank if you have no proxy configuration at the
network.

Configure the package manager

If you need to use a HTTP proxy to access the outside world, enter the proxy information here.
Otherwise, leave this blank.

The proxy information should be given in the standard form of "http:/[[userll:passl@lhost[:port]/".
HTTP proxy information (blank for none):

Screenshot‘ Go Back |[ Contim.@ ]

. Choose some environment or software if needed for the working of the machine.
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At the moment, only the core of the system is installed. To tune the system to your needs, you can
choose to install one or more of the following predefined collections of software.
Choose software to install:

Software selection

Debian desktop environment
[] web server

Print server

[] sqQL database

[] DNS Server

[T] File server

[C] Mail server

SSH server

[] Laptop

Standard system utilities

Screenshot ‘ Continue L
J Choose “Yes” to setup the boot loader menu at the startup of the machine.

debian ©

Install the GRUB boot loader on a hard disk

It seems that this new installation is the only operating system on this computer. If so, it should be safe
to install the GRUB boot loader to the master boot record of your first hard drive.

warning: If the installer failed to detect another operating system that is present on your computer,

modifying the master boot record will make that operating system temporarily unbootable, though GRUB
can be manually configured later to boot it.

Install the GRUB boot loader to the master boot record?
) No

‘Screenshot | GoBack } Continue

J The installation is complete, tap Continue to restart the server.
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Installation complete
@ Installation is complete, so it is time to boot into your new system. Make sure to remove the

installation media (CD-ROM, floppies), so that you boot into the new system rather than
restarting the installation.

X
_Screenshnt | [_ Go Back ‘ Continue
o The boot menu loads up, choose the first option to start your system in normal mode.

GNU GRUB wersion 1.99

Debian GN

Dehia

the * and + keys to select which entry is high

enter to hoot the selected 08, ‘e’ to edit t
bhefore booting or 'c' for a command-line.

. Click on the user account you created during the installation and type in the password
you set.
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Thu 2:56

@

debian7

Password: | s l‘

System Default v Cancel

J The desktop GUI or server interface will load.

Applications Places Thu Mar 13, 14:58

PS: the Basic install (Non graphical install) have the same menu options without the
mouse and the screen-shots option.

:: Instruction Complete ::
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8. Navigating the Linux File System

Linux has a different directory structure to Windows. Linux servers typically do not have a Graphical

User Interface (GUI), it is therefore vitally important that as a Linux system administrator you are

familiar with the Linux directory structure and knows how to navigate and manipulate the files and

the file system. In this section, we try to give you an overview of the Linux directory structure.

Linux directory structure

User Binaries

/bin

/sbin System Binaries

letc Configuration Files

/dev Device Files

/proc Process Information

Mvar Variable Files

,'tmp Temporary Files

User Programs

/home Home Directories

/boot Boot Loader Files

System Libraries

/lib

:'Opt Optional add-on Apps

/mnt Mount Directory

/media Removable Devices

Service Data

)
INNNNNNN NSNS

S| S S S O O O | G | S | B

J
]
]
]
]
]
]
lusr ]
]
]
]
]
]
]
]

Isrv

(Source: http://training.h3abionet.org/giime hands-on workshop 2014/?page id=101)

The below table describes the components listed in the above graphic.

Structure Description

/ The forward slash is referred to as root and signifies the starting point of the Linux file
system. This will be the C:\ equivalent in Microsoft Windows.

/bin The bin folder contains the user usable binary files that are essential for general
operation of your computer. These executable files include commands such as the Is,
ping, mv type commands and allows you to navigate and interact with the file system.

/sbin /sbin is similar to the /bin folder with the exception that these binaries are reserved
for the root user or when you run commands with elevated rights such as with the
sudo command. Examples of typical binaries would include the mke2fs, ifconfig and
fdisk commands.

/etc In Linux, all devices are configured using text files. These configuration files are usually
stored in the /etc folder. Typical files would be your network interface cards, software
repository files, etcetera.

/dev The /dev folder contains the devices attached or mounted to the system. Unlike
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Windows, all Linux devices are represented as directories.

/proc

The /proc folder contains all the run time system information such as the system
memory, processor, all mounted devices. In essence, it provides information on all
locally installed hardware accessible to the server.

Jvar

The /var folder contains all the server log files and email messages.

/tmp

/tmp is the area used for temporary storage. Running programs or programs which
are being installed often make use of location and is similar to the temp folder in
Windows. The contents of this folder is often delete after a system reboot.

Jusr

The /usr folder is similar to the bin and /sbin folders but differs in that it contains all
the user specific binaries for the user installed applications.

/home

The home folder contains a folder for each user who logs into the server and is
referred to the user’s home folder. This subfolder is used to house all user specific
documents and is similar to the “document and settings” folder in Windows.

/boot

This folder contains all the files that are necessary for the Linux system to boot
correctly.

/lib

The lib folder contains all the system library binaries and is equivalent to the system32
folder in Windows which houses the .dll files. The Linux library files are represented
with a .so extension.

/opt

The /opt folder is reserved for additional software you install. This is similar to the
“program files” in the Microsoft Windows machines

/mnt

In Linux, any device needs to be mounted to the system before it can be accessed.
Typically you would mount a device to a folder and then access the folder to access the
content of the device. The /mnt folder typically contains mount points for internal
devices such as the Linux root file system which is mounted to /. It also contains
mounts for internal devices such as the internal hard drives which in Linux are referred
to as sdal. The number 1 increments by one for each new hard drive device mounted
to the system.

/media

The media folder is similar to the /mnt folder but would typically contain mount points
for removable media such as CD ROM'’s, memory sticks, and removable hard drives,
etcetera. When the user temporarily mounts a device to the system, they should
mount it in this folder.

/srv

The /srv folder contains protocol specific data such as the ftp, rsync, www protocols.
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9. Command line text editors

Unlike Windows based server operating systems, Linux servers do not have a graphical user
interface. All interaction with the server is via the command line. Below is a short section about
editing files using the nano command line text editor. There are a multitude of text editors available
to be used in the CLI. In this section we discuss the nano command line text editor

In this tutorial most of the files that we have been editing are only root editable. So you will be using
sudo every time you use nano. To use nano you should type:

Example:

To move around in the file you should use the cursor keys

To save and exit nano: Type then type Y then
To exit without saving: Type then type N then
To search for a line: Type then type then

To check to line number: Type
To delete a line: Go to the line then type
To copy something: Select the line or the word then type

To past something: Select the position then type

GNU nano 2.2.6 File: /etc/globus-connect-server.conf

; These settings configure how to contact Globus when
; creating or modifying an endpoint.
[Globus]

; Globus user name. If not set, or left at its default, then the

; value of GLOBUS_USER environment variable is used, falling back to
; prompting if it is not present.

User = %{(GLOBUS_USER)s

; Globus login password. If not set, or left at its default, then the

; value of the GLOBUS_PASSWORD environment variable is used, falling back
; to prompting if it is not present.

Password = %(GLOBUS_PASSVWORD)s

Set these if you want to add or modify the core attributes of the endpoint.

[ Read 252 lines ]
Get Help WriteOut d Read File Prev Page { Cut Text Cur Pos
Exit Justify Where Is l| Next Page UnCut Text To Spell

H
H
H
H
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GNU nano 2.2.6 File: /etc/globus-connect-server.conf

; These settings configure how to contact Globus when
; creating or modifying an endpoint.
[GLlobus]

; Globus user name. If not set, or left at its default, then
; value of GLOBUS_USER environment variable is used, falling
; prompting if it is not present.

User = %(GLOBUS_USER)s

; Globus login password. If not set, or left at its default, then the

; value of the GLOBUS_PASSWORD environment variable is used, falling back
; to prompting if it is not present.

Password = %(GLOBUS_PASSWORD)s

; Set these if you want to add or modify the core attributes of the endpoint.
Save modified buffer (ANSWERING "No" WILL DESTROY CHANGES) ?

10.Network File Sharing (NFS)

The Network File System (NFS) is a distributed file system protocol originally developed by Sun
Microsystems in 1984. NFS allows a user on a client computer to access files over a network much
like a user on a Windows based machine will access a shared drive or folder over the network.

Terminology:
Server: the machine that will be exporting the folder i.e. the machine on which the folder is locally
based. In this tutorial, the server's address will be serverA.co.za

Client: the machine that the folder will be mounted on i.e. the machine on which the folder will be
remotely accessed. In this tutorial, the client's address will be clientA.co.za

Setting up NFS would require you to have root privileges. As opposed to appending the “sudo”
option to your command in order to run the installation with elevated rights. One could change into
“sudo mode” by typing “su” at the CLI. The main difference between using “sudo” and “su” is that
with “sudo”, the single command is run with administrative rights and is usefull when installing a
single application. The sudo password is held in cache for a few minutes but thereafter you would be
required to retype the administrator password for each subsequent command requiring elevated
rights. When you will be running a series of commands which require elevated rights, it is easier to
change into sudo mode. This will run all commands typed after the “su” command until the user
exists’s sudo mode.

To enter into sudo mode in all there OS’s, at the CLI type:
sudo su

You will be prompted for your administrator password. Type this in to complete the change to sudo
mode.

10.1 Server side setup

Install the NFS server-side software on the server (e.g. serverA.co.za) using either the “sudo”
command or switching to sudo mode.
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Ubuntu or Debian

apt-get install nfs-kernel-server

SL6.4

yum —y install nfs-kernel-server

Create the directory you want to export (if it does not already exist):
mkdir -p /path/to/directory

Set permissions (required if you are not using LDAP authentication):
chmod -R 777 /path/to/directory

To export the folder to an IP address, add the following line to /etc/exports
/path/to/directory client.co.za(rw,fsid=0,insecure,no_subtree_check,async)

Restart the NFS service
service nfs-kernel-server restart

10.2. Client side setup

Install the NFS client software on the client machine (e.g. clientA.co.za). You could either use the
“sudo” command to elevate the logged on user’s rights or switch to sudo mode as with the server
installation.

Ubuntu / Debian
apt-get install nfs-common

SL6.4
yum =y install nfs-common

Create the directory you would like the filesystem to be mounted to (if it does not already exist)
mkdir -p /path/to/directory

Edit the /etc/fstab file to add the filesystem you would like to mount:

serverA.co.za:/path/to/directory /path/to/directory nfs
auto,noatime,nolock,bg,nfsvers=3,intr,tcp,actimeo=1800 0 0

Now from the CLI mount the filesystem
mount —a

The mount —a switch will remount all the mount points found in the fstab configuration file

11.Task scheduling

Another useful utility is the ability to schedule repetitive tasks to automatically run at a
predetermined point in time. This ability is managed and configured by the “Cron” software utility.
Cron is similar to the Windows based task scheduler program. It is designed to schedule jobs
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(commands or shell scripts) to run periodically at fixed times, dates, or intervals. It typically
automates system maintenance or administration—it is also useful for general-purpose scheduling
for things like connecting to the Internet and downloading email at regular intervals.

To configure Cron to schedule a task > log into the machine as the user you would like to run the
task as. If the task needs to be run with root privileges, for example, you must be logged in as root.
To open a crontab, from the command prompt type;

crontab -e

Jobs are added to this configuration file as a single line consisting of 6 columns in the following
order:

e Minute

e Hour

e day_of month
e month

e day_of week (0is Sunday, 1 is Monday...)
e command_to be run

As an example, to schedule a script to run every Monday at 4:30pm, you would enter the
following:

304 * * 1script.sh argl arg2  ## runs the command at 04h30am
3016 ** 1 script.sh argl arg2 ## runs the command at 16h30pm

If you have your server set up to send emails (see "Set up postfix to send emails from your server"),
you can set cron to email you when it has notifications for you using the MAILTO directive. At the
top of the crontab, add:

MAILTO=email_address

12. Useful commands

Linux provides several powerful administrative tools and utilities which will help you to manage your
systems effectively. If you don’t know what these tools are and how to use them, you could be
spending lot of time trying to perform even the basic administrative tasks. The focus of this section is
to help you understand the basic system administration tools, which will help you to become an
effective Linux system administrator.

Command Description

man The man command stands for “manual” and is similar to the “help” or “?” command
in Windows. To review the syntax for a particular command, at the CLI, type
man command_name

Is Is stands or list and is similar to the “dir” command in Windows. |s will display the
contents of a folder.
Using the Is -l switch will display the file date stamp and ownership

pwd pwd stands for “print working directory”. When navigating around the file system,
you might get to a point where you don’t know where you are in the file system.
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Running the pwd command will display where you are in the file system.

cp Is the copy command and is used to copy files to different locations on the local
machine. The cp syntax is
cp file new_location
scp scp is the secure copy command and is used when copying data across the network.
The syntax for coping a file from the local serve to a remote host is
scp file user_@remote_host:location
when coping a file from a remote server to the local server
scp username_@remote_host:location location_on_local_server
mv The mv command stands for “move” and has two functions. The first is as the name
suggests, it moves a file from one location to another. The mv command is also used
to rename a file. To rename a file, use the mv command but instruct the command to
move the file into the same location as the original adding only the new file name.
This will rename the file.
Examples
Moving a file
mv file destination_location
Renaming a file
mv filename new_filename
if the file you renaming is in a remote location, add the path to the above
command
rm The rm command is used to remove of delete a file. When removing a folder, you
need to add the -r option.
rm file_name or,
rm -r folder_name
mkdir The make directory command is as the name suggests used to make a directory.
mkdir new_directory_name
cd The cd command is used to change your working directory. The syntax for this would
be:
cd /path_to_directory
cd.. will revert the cd command by one folder at a time
Viewing file | There are a few ways to achieve this. One method is to use a text editor; instruction
content for this is in point 9 above. To view the content of a file from the CLI, the following

commands can be used
cat — will display the contents of the file on the screen
more — using the more option will fill display the file contents one screen at a
time
less —works the same as the more command
tail — will give you the first 10 lines of the file
head — will give you the last 10 lines of the file
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Please forward any queries, comments or complaints you may have about howto to the H3ABioNet
System Administrator Task-force: sys admin_tf@lists.h3abionet.org
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